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1. KEIIRIESER

LR IERRI6 N hahB i, SEXIYIZ=NFRFFH (translation) FIX-Y/X-Z/Y-Z=DFEH
3Z%h (rotation) o

2. ARRERFIIES

HE/RERFHANES ZREIRE R,

Realignment parameters (Step 3) Tissue compartments (Step 17A)

3, | The frame-to-frame estimates of the
', | rotation and translation of the head
~ 7| about three cardinal axes

[V 4| | The mean signal computed across
A tissue compartments susceptible to
noise, typically WM and CSF

Considerations:

Superficial WM and CSF signals comelate
with the global and GM signals™. To limit
partial volume effects along the GM
interface, mask erosion is ecommendad

Considerations:

Interpolation procedures, such as despiking
and slice-time comrection, can result in

H | underestimation of the total frame-to-frame
maowvement

3. 2 FY=S (GSR)

4, BE#ES (censoring)
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The mean signal computed across the
entire brain®®

Considerations:

Historically controversial because it exposed
(orintroduced) negative connections and
becausa it largely recapitulated the mean

A set of delta functions that remove
all variance from frames that exceed

anoise threshold' ™=
Considerations:
To minimize the influence of noisy frames,
censoring should be incoporated
iteratweww. Censoring also alters the

autocorrelation structure of the data and
leads to variable loss of temporal degrees
of freedom across subjects

MN\#\/' |"| signal from gray matter” "% GSR s
N singular in its ability to remove widespread

artifact

5. IR RYIE] 5! I I

6. £IBES

\\/\/WW Expansions of other nuisance time

s (I) series obtained by shifting the
originals forward or backward in

- m W m { Ty | time, by computing their temporal
mﬂ r;ﬁ‘f‘ N Y 'lf,.ﬂ derivatives or by calculating
d

Physiological nuisance (Step 18)

Signals computed from records of
physiological processes such as pulse
and respiration

Considerations:

Physiological recordings are not often
available. Prior work has shown that much
physiological noise is captured by the
global signal'®

quadratic or higher-orderterrns15

Es(r) s(t)  s(t-1)

7. IS 53 (ICA)
ERICAREEE D BB AEEMIFRET, EFRERERT.
8. CompCor

X EB/MERHITER T O (PCA) , BRERSERRERERF,

CompCor (Step 17B)

A set of orthogonal time series
computed via PCA over WM and CSF
as artifactual by either a trained (anatomical CompCor) or over brain
classifier” or a heuristic . regions with high temporal variance

o (temporal CompCor)m'

Signals identified via ICA-based data
decomposition and then identified

am
Considerations: . EEEEEER Considerations:
ICA-based denoising can effectively remove =] mEw In our experience, aCompCor has
local motion artifact but is less effective at outperformed tCompCor, but aCompCor
removing widespread motion artifa 2 may notzperform as well in high-motion
HH ) samples 2
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Focal inflation

Mitigation:
censoring, ICA, PCA

b

N

Widespread inflation
Mitigation:
GSR

b

Widespread disruption
Mitigation:
censoring

1. [FERIER

HLBRXES RSB, RINEIERNFEHEXME, BJLUEHcensoring, ICAZPCA
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2. £FEE

KENESEMARX TG, XEKMIRFRAE, GSRIEGTERILEERS,

3. £FIR55

SKENEL BB RS, KRR,
=. 18MREBEFHETR

18N REIFFIEIRN 2 120K F4EHF (Subject level) F61MAKTFIEHR (Sample

level) o
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Table 1 | Summary of subject-level quality indices

Subject-level index

Description

Stand-alone implementations

Framewise displacement
(FD)II,IJ,?E

DVARSI 174,75

QOutlier count

'‘Quality index’

FD-DVARS correlation”
Voxelwise displacement’
Spike count (humber of
superthreshold frames)
Loss of tempaoral de"grees of

freedom (tDOFs)**=*

Variance explained by
nuisance time series and

. 232
motion-BOLD contrasts®®2548

Carpet plot/voxel plot™
Network

identifiability
Test-retest reliability

17,22.56,83.84

2325

An estimate of the subject's head movement from one frame of
the time series to the next

The temporal derivative of the root-mean-square intensity, an
index of the frame-to-frame change in signal intensity across the
brain

An index of the number of outlier values over all voxelwise time
series within each frame

A measure of the dissimilarity of a frame with respect to the
median value over all frames

The correlation between FD and DVARS score; indexes the
extent to which signal fluctuations relate to subject movement

An estimate of each voxel's movement between consecutive
frames of the time series

The number or percentage of frames in a time series that exceed
a motion threshold

The number of temporal degrees of freedom lost during the
denoising process, typically estimated as the sum of the number
of nuisance regressors and the number of censored frames

Voxelwise maps or summary values indicating the fraction of
variance in the data that can be explained by each term in the
confound model, or the regression coefficients of a linear model
fitting nuisance time series to BOLD time series

A time-by-space matrix containing all values in the time series,
often plotied alongside guality index time series such as FD or
DWVARS

The extent to which subnetwork structure can be resolved in the
connectome; can be estimated as the modularity guality Q

An estimate of the replicability of motion and functional

connectivity estimates across repeated measures from the same
subject

1. %% (Framewise displacement)

(RN EIFEPA ] g 28

2. 5% (DVARS)

BB B R ZBINES &,

3. BEHAZEER (Outlier count)

ST ER LEEERHERNRE N

4. 'Quality index'

BB REGS AR EGRRIE L.

5 U555 EHX1% (FD-DVARS correlation)

FDS5DVARSHIMEX R, RIKEHS5ESTHRIBMEE,

6. {R&If% (Voxelwise displacement)

* FSL: fs1 motion outliers
(FDJEI'IHI'IEOH and FDF‘ower)

* FSLmeflirt (FDenkinsan)

* XCP: £d. R (FDpgpe,)

* FSL: £s1 motion outliers
* XCP: dvars (standardized)
AFNI: 3dTeutcount

AFNI: 3dTqual

XCP: featureCorrelation.R

= AFNI: 3dTfitter
* F5L: £51 glm

* plotdems . m
* XCP: voxts.R
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7. BEEAYE] = (Spike count)

B E A KohiS BB B R AT,

8. BYia I R

9. IRFEEYE) 7 R E =

10. {KZE (Carpet plot/voxel plot)

B MAZRRYE S PERT B LRI B FEE]

11. PR30 (Network idenfiability)

12. EMSE (test-retest reliability)

LHIKFHERR

Table 2 | Summary of sample-level quality indices

Sample-level index

Description

Stand-alone implementations

QC-FC 0112223 285
correlations'' =445 520

MNetwork-level QC-FC
correlations”***

QC-FC distance-
dependencelI,I-',!.?,EF.,S\‘:-

High- versus low-motion
(HLM) contrasts™*

Average tDOFs loss, variability
in tDOFs loss 2358

Discriminability”*®

Correlations between mean framewise displacement and the
functional connectivity between each pair of regions, computed
across subjects

Correlations between mean framewise displacement and network
measures (such as modularity), computed across subjects

The second-order correlation between edgewise QC-FC
correlations and the Euclidean separation between region pairs
Group-level comparisons between matched high- and low-
motion subject bins

The mean and variance in the loss of tDOFs across subjects

Post-denoising sensitivity to between-group or individual
differences

1. Skah-IhaeEEME XM (QC-FC correlations)

XCP: gcfc.R

ACP: gefe.R
ACP: gefeDistancelependence

FHKEp(its (mean FD) SARMXIEIHEEERTEWIABIHIIEX R 1o

2. SkEh-MKFEITIEEY (Network-level QC-FC correlations)

FHKEN(is (mean FD) SMLHEIR (ELiNtERML) EHRIRERIEX R,

3. kTf-ThaeiEMEX S EBENKIHXZR (QC-FC distance-dependence)

QC-FCHX A S MX Z BIMRTLEBHIEX R o

4. Z-K3kahFttt (High- versus low-motion contrasts)



5. FHBHE R
6. AIX 5% (Discriminability)

X 53 AR [E1£A 5= MARY SR 4,
M. 1MRIERE

TERIERFEAAD WA ER, EFE3S NI E:

Confound

Pre-processingl Co-registration model

Steps 2-10 Steps 11-13 Steps 14-20

BRGIE:
1. EBRETTLBYIE] SR
2. fhIH KT IE S EFIFD
3. BYEERIE (FIE)
4. SKEHIRIE
5. it 2miAR

6. {&§itDVARS

Confound
regression

Steps 21-27

7. AR E R (R A censoring, AIBLILES )

8. KFRAZEEHE (Despiking, FJik)
9. BFRIYE. KM RES
£5H)-THRE IR BCE
10. RIBEMRALR D BNEREEARIARER
11. £549-ThRE(RECE

12. BARECEREFENITKRARIU (MRAEAANTSECE, AIBbILtETR)

Performance
assessment

Steps 28-36
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. (EAICA-AROMATREISKENBRRVIRIL AL 7, HEFFENRIES
 HEERTIIES

RIFEB/ME RmaskElg, ATREMENARNREES
REARMRERKIBNESES, ATLUTEMESHEREAPCAREINERSD
HtEEES (WINERTBENEERRES, 7i)

HRIBEEFFINEAD (F]ik)

19. BEAPMNE14-18FFRINIREE S F5IMp— MM CRohEiRE)
EFRKTHIERS .

20. W EEFE A R EGHITIRE (IR #H{Tcensoring, AIBK P E)
21. BYEEK (0.01-0.08Hz) , XFkEpIgAEEALHITHRBRYISKIZIE
22. BB EtAYIE]= (spike regressors) NNKThiERIEEY

23. EFAGLMIREULIHING SE, RERNANERAMEEENES

24. BB EITEISE®R (censoring, FAIik)

25. BIEFIF P EIHRIHEMEBIZIFEKESR (F]ik)

26. =E1FE (AIk)

RENE:

27. IRIEREN KD XER T E IR ISR

28

29
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31

32

33

I REMERRARRREEE, HIFMREITIERE&TE
I RETERBENEFLMEFENERESE

. R EBRKENRE/FRIDVARS

. WEFD-DVARSEIMEX R (BRI EARMIEN EFRKEHIRASHIDVARS)
AR BERE

RSk (mean FD) FTNREEZFEIRC EEI— M REREH



34. It ESLEN-THREEZAR XM (QC-FC correlations)

35. I ESKEN-TIREERAR X I S IR AR K R



